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ATLAS Tier3

● ATLAS-wide model

● Tier3: Analysis facility based on “non pledged” resources

● US initiative restarted discussions within ATLAS (25-
26/01/2010 at CERN)

– http://indico.cern.ch/conferenceDisplay.py?confId=77057

– 13 presentations only on plans/experience
● more than 1 per cloud, here the granularity is more "country"
● Typically T3 is a single experiment facility
● Notable exceptions: DESY and Lyon analysis facilities (NAF and LAF)

● Another layer continuing the hierarchy after Tier0, Tier1s, Tier2s ?
– Probably truly misleading...

– Qualitative difference here:
● Final analysis vs simulation and reconstruction
● Local control vs ATLAS central control
● Operation load more on local resources (i.e. people) than on the central team (i.e. other 

people)

http://indico.cern.ch/conferenceDisplay.py?confId=77057


  

●Maintaining grid services vs using grid clients
●Tier3 as am independent layer   
   (with respect of the T0/T1/T2 infrastructure)



  



  

ATLAS Tier3 Working groups
● DDM-Tier3 link

● Simone Campana (CERN). Presentation by Hironori Ito (BNL)

● Distributed storage (Lustre/Xrootd/GPFS)
● Rob Gardner (Chicago) and Santiago Gonzalez de la Hoz (Valencia)

● Software / Conditions data Working Group

● Alessandro de Salvo (INFN Roma) and Asoka da Silva (TRIUMF)

● PROOF Working Group
● Wolfgang Ehrenfeld (DESY) and Neng Xu (Wiscosin)

● Tier 3 Support

● Dan van der Ster (CERN)

● Virtualization working group 
● Yushu Yao (LBL)

3-month time scale

Chaired by ATLAS persons

Open to experts (also from outside the collaboration)

Please note!

Status report
In this workshop



  

DDM-Tier3 Link

● How to populate 
your Tier3 with 
chosen datasets?

● Range of solutions 
exists:
● dq2get (pure client)
● hybrid solutions 

(gridFTP and FTS)
● full fledged DDM 

subscription 
(centralised and 
asynchronous)

Hiro Ito (BNL)



  

Data access

● Inventory usage and best-practices for 
xrootd/Lustre/GPFS
● Existing “polarisation”:

– More xroot sites on the US side, Lustre (and GPFS) 
elsewhere

● Notable exceptions exist

– Similar use case (store and access data using 
filesystem(-like) namespace – use local protocols)

● Closely coupled with HW configuration 
(purchase guidelines)



  

“xrootd” farm

“proof” farm

Hardware models for Tier3



  

Site survey



  

Software distribution

In addition, activity on the integration
with DAST (Distr. Analysis Support) and
improvements on the documentation



  

SW installation WG

l

CVMFS interesting for conditions data
and as distributed file system. Different
use cases under investigation 



  
Immediate needs (for theTier3s). 
Longer term perspective (clouds...)



  

Next stop?

● ATLAS SW week: CERN (April 19-23)
● Interest to exchange ideas/plans with other 

colleagues (notably CMS)


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13

